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Top 10 Digital Healthcare Trends to Look Out for in 2023









• Many doctors use electronic health records (EHRs) with integrated AI that include computerized clinical decision 
support tools designed to reduce the risk of diagnostic error and to integrate decision-making in the medication
ordering function.

• Cardiologists, pathologists, and dermatologists use AI in the interpretation of vast amounts of images, tracings, and 
complex patterns.

• Surgeons are using AI-enhanced surgical robotics for orthopedic surgeries, such as joint replacement and spine 
surgery.

• A growing number of doctors are using ChatGPT to assist in drafting prior authorization letters for insurers. Experts 
say more doctors are also experimenting with ChatGPT to support medical decision-making.

• Within oncology, physicians use machine learning techniques in the form of computer-aided detection systems for 
early breast cancer detection.

• AI algorithms are often used by health systems for workflow, staffing optimization, population management, and care 
coordination.

• Some systems within EHRs use AI to indicate high-risk patients.

• About 30% of radiologists use AI in their practice to analyze x-rays and CT scans.

• Epic Systems recently announced a partnership with Microsoft to integrate ChatGPT into MyChart, Epic's patient 
portal system. Pilot hospitals will utilize ChatGPT to automatically generate responses to patient-generated questions 
sent via the portal.

Currently Uses AI / Robotic in Medicine 



Lawsuit against over AI misuse



The complaint lays out in steps why the plaintiffs believe the datasets have illicit origins — in a Meta paper 

detailing LLaMA, the company points to sources for its training datasets, one of which is called ThePile, which was 

assembled by a company called EleutherAI. ThePile, the complaint points out, was described in an EleutherAI 

paper as being put together from “a copy of the contents of the Bibliotik private tracker.” Bibliotik and the other 

“shadow libraries” listed, says the lawsuit, are “flagrantly illegal.”

In both claims, the authors say that they “did not consent to the use of their copyrighted books as training 

material” for the companies’ AI models. Their lawsuits each contain six counts of various types of copyright 

violations, negligence, unjust enrichment, and unfair competition. The authors are looking for statutory damages, 

restitution of profits, and more.



A federal judge has agreed with US government officials that a 

piece of artificial intelligence-generated art isn't eligible for 

copyright protection in the country since there was no human 

authorship involved. 

"Copyright has never stretched so far [...] as to protect works 

generated by new forms of technology operating absent any guiding 

human hand, as plaintiff urges here," Judge Beryl Howell of the US 

District Court for the District of Columbia wrote in the ruling, which 

The Hollywood Reporter obtained. "Human authorship is a bedrock 

requirement of copyright."

Dr. Stephen Thaler sued the US Copyright Office after the agency 

rejected his second attempt to copyright an artwork titled “A Recent 

Entrance to Paradise” in 2022. The USCO agreed that the work was 

generated by an AI model that Thaler calls the Creativity Machine. 

The computer scientist applied to copyright the work himself, 

describing the piece "as a work-for-hire to the owner of the 

Creativity Machine." He claimed that the USCO's "human 

authorship" requirement was unconstitutional.

A Recent Entrance to Paradise





GitHub, Microsoft and OpenAI

A class-action suit was filed against these companies involving GitHub's Copilot tool. The tool predictively generates code based on what the programmer has already written. 

The plaintiffs allege that Copilot copies and republishes code from GitHub without abiding by the requirements of GitHub's open source license, such as failing to provide 

attribution. The complaint also includes claims related to GitHub's mishandling of personal data and information, as well as claims of fraud. The complaint was filed in 

November 2022. Microsoft and GitHub have repeatedly tried to get the case dismissed.

Stability AI, Midjourney and DeviantArt

A complaint against these AI image generator providers was filed in January 2023. The plaintiffs alleged the systems directly infringe on plaintiffs' copyrights by training on 

works created by the plaintiffs and creating unauthorized derivative works. The complaint also takes issue with the fact that the tools can be used to generate work in the style 

of artists. The judge on the case, William Orrick, said he was inclined to dismiss the lawsuit.

Stability AI

In January 2023, Getty Images issued a complaint against Stability AI for allegedly copying and processing millions of images and associated metadata owned by Getty in the 

U.K. Getty filed another lawsuit against Stability AI in the U.S. District Court for the District of Delaware days later, which raised many copyright- and trademark-related claims, 

and pointed to "bizarre or grotesque" generated images that contained the Getty Images watermark and, therefore, damaged Getty's reputation.

OpenAI

Authors Paul Tremblay and Mona Awad are suing OpenAI for allegedly infringing on authors' copyrights. Butterick is one of the attorneys representing the authors. The 

complaint estimated that more than 300,000 books were copied in OpenAI's training data. The suit seeks an unspecified amount of money. The case was filed in June 2023.

Meta and OpenAI

Sarah Silverman's lawsuit against Meta and OpenAI alleged copyright infringement and said ChatGPT and Large Language Model Meta AI (Llama) were trained on illegally 

acquired data sets with her work contained. The suit alleges the books were acquired from shadow libraries, such as Library Genesis, Z-Library and Bibliotek, where the books 

can be torrented. Torrenting is a common method of downloading files without proper legal permission. Specifically, Meta's language model, Llama, was trained on a data set 

called the Pile, which uses data from Bibliotek, according to a paper from EleutherAI, the company that assembled the Pile. The suit was filed in July 2023.

Google

A class-action lawsuit is being brought against Google for alleged misuse of personal information and copyright infringement. Some of the data specified in the lawsuit includes 

photos from dating websites, Spotify playlists, TikTok videos and books used to train Bard. The lawsuit, filed in July 2023, said Google could owe at least $5 billion. The plaintiffs 

have elected to remain anonymous.

Cases that have been brought against generative AI companies regarding copyright and misuse 



Could we Sue              

Diagnostic Algorithms 

Or Medical Robots                  

In The Future?



• In 2030, John went to BKK for a check-up to his GP because he 
felt nauseated all the time and a strange pressure on the left side 
of his head. 

• The doctor suggested to him that he runs a couple of tests and 
informed him about involving a diagnostic algorithm in the 
procedure. 

• The machine learning algorithm was trained to identify brain 
tumors – one of the first studies in the area dates back to March 
2018 – with very high accuracy. In most cases, it diagnosed 
cancerous tissues far better than some trained histopathologists, 
but in Andrea’s case, something went astray.

• The algorithm found something different than the diagnostician, 
and as the use of A.I. was already common practice, the 
histopathologist did not question the judgment. As a result, 

• John was mistreated: an unnecessary operation, ineffective 
medication cures and long-long weeks went by until someone 
discovered the algorithmic error. 

• However, the patient’s brain already suffered irreversible 
damages, and the family wants to sue.



• In the 2040s, the popularity of blood-drawing robots 
soared as they were fast, efficient and they could find the 
appropriate vein usually in less time than nurses or 
phlebotomists.

• One morning, Greg went to the local hospital because he 
needed a blood test for checking on an infection. He already 
had some experience with blood-drawing robots, so he was 
aware that the procedure lasts less than a minute, and it is 
minimally painful. 

• When Greg sat down, and the nurse turned on the system, 
the robotic arm found the vein and took the blood. 

• However, afterwards, it did not respond to any command 
anymore leaving the needle in Greg’s arm for long-long 
minutes. He was shocked. 

• After the staff managed to remove it, his arm wound had to 
be bandaged. 

• He decided to hire a medical malpractice lawyer. But whom 
to sue?



✓ What if a deep learning algorithm misses a diagnosis,   
the doctor accepts the judgment and the patient dies?? 

✓ What if a surgical robot injures a patient during a 
procedure?? 

✓ Who will be held liable in the future when robots and 
artificial intelligence (A.I.)??

✓ What about the FDA already approved first A.I. diagnostic 
algorithms??

✓ Design flaws, Implementation flaws, and User error??

lawmakers and medical malpractice lawyers 
should consider these scenarios as they might 

become reality sooner than expected



Could You Sue Diagnostic Algorithms Or 
Medical Robots In The Future?



Artificial Intelligence and Liability in Medicine : 
Balancing Safety and Innovation

✓ With increasing integration of artificial intelligence and machine learning in medicine, there are 
concerns that algorithm inaccuracy could lead to patient injury and medical liability.

✓ While prior work has focused on medical malpractice, the artificial intelligence ecosystem consists of 
multiple stakeholders beyond clinicians. Current liability frameworks are inadequate to encourage 
both safe clinical implementation and disruptive innovation of artificial intelligence.

✓ Several policy options could ensure a more balanced liability system, including altering the standard of 
care, insurance, indemnification, special/no-fault adjudication systems, and regulation. Such liability 
frameworks could facilitate safe and expedient implementation of artificial intelligence and machine 
learning in clinical care.



Current Landscape of AI/ML Liability

Type of Liability
(Definition)

Implications for Physicians
Implications for Developers or             

Health Systems

Medical malpractice
(Deviating from the standard of care 

set by the profession)

Physicians may be liable for failing to critically 

evaluate AI/ML recommendations. This may 

change as AI/ML systems integrate into clinical 

care and become the standard of care.

Health systems or practices that employ or 

credential physicians and other health care 

practitioners may be liable for practitioners’ 

errors (“vicarious liability”).

Other negligence

(Deviating from the norms set by an 

industry and courts)

Physicians may be liable for 

(1) their decision to implement an improper 

AI/ML system in their practice, or 

(2) their employees’ negligent treatment 

decisions related to AI/ML systems 

(“vicarious liability”)

Hospital liability for negligent credentialing of 

physicians could extend to failure to properly 

assess a new AI/ML system. In general, health 

systems may be liable for failing to provide 

training, updates, support, maintenance, or 

equipment for an AI/ML algorithm.

Products liability

(Designing a product that caused an 

injury)

Physicians might be involved in these cases if 

they work or consult for designers of AI/ML 

devices.

The law is unsettled in this area. As AI/ML 

software integrates into care or becomes more 

complex, algorithm developers may have to 

contend with liability.



Models of Liability in Artificial Intelligence and Machine Learning

• balancing liability across the ecosystem;
• avoiding undue burdens on physicians 

and frontline clinicians; and
• promoting safe AI/ML development and 

integration.

• the legal system must balance liability 
to promote innovation, safety, and 
accelerated adoption of these 
powerful algorithms.



Ethical Challenges in AI/ML Healthcare

4 major ethical issues must be addressed

1. Informed consent to use data

2. Safety and Transparency

3. Algorithmic Fairness and Biases

4. Data privacy

1. human agency and oversight
2. technical robustness and safety
3. privacy and data governance
4. transparency
5. diversity, non-discrimination and fairness
6. environmental and societal well-being and
7. accountability





WHO guidance on the ethics and governance 
of AI for health, 
The 6 core principles identified by WHO are: 

1) protect autonomy; 
2) promote human well-being, human safety, and the 

public interest; 
3) ensure transparency, explainability, and 

intelligibility; 
4) foster responsibility and accountability; 
5) ensure inclusiveness and equity; 
6) promote AI that is responsive and sustainable



But instead of pitting AI against human experts, 
what we should really be focusing on is 

how they complement each other’s strengths 
in the diagnostic process

✓ Artificial intelligence beats doctors at 
diagnosing disease 

✓ hinting at the possibility that algorithms 
may one day take the place of physicians



THANK YOU
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Big data & AI

Medical care

artificial 

intelligence

Image Cloud - Management and Real-Time Access of Massive Small Image Files

Model training of clinical data samples improves the sensitivity 
and specificity of inference models and applies to clinical 

assistance and efficiency improvement.
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