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Generative Machine Learning?

● Models that can learn the distribution of the data

○ What happens if I roll a die?

○ Data  1, 3, 5, 2, 4, 6, 1, 2, 4, 5, 6, 3

○ Regression model -> 3.5 (predictive machine learning)

○ Generative model ->                                                        -> 5 
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Generative Machine Learning?

● Models that can learn the distribution of the data

○ Turns out many real world problems requires distribution learning

■ Anything that a single input can lead to multiple possibilities
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Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

■ Pictures

Generated by ChatGPT4

Input: an image showcasing generative AI



Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

■ Pictures, text

“Set Prediction in the Latent Space”

https://papers.nips.cc/paper/2021/hash/d61e9e58ae1058322bc169943b39f1d8-Abstract.html

https://papers.nips.cc/paper/2021/hash/d61e9e58ae1058322bc169943b39f1d8-Abstract.html


Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

■ Pictures, text, music

Generated by Udio.com

Input: “whispers of romance,” jazz, love 

song, easy listening 



Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

■ Pictures, text, music, video

Input: Will Smith eating spaghetti



Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

■ Pictures, text, music, video, customer data

New product

Generative Model

Generating Realistic Users Using Generative Adversarial Network With Recommendation-Based Embedding

https://ieeexplore.ieee.org/abstract/document/9016238

https://ieeexplore.ieee.org/abstract/document/9016238


Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

○ Multiple different algorithms over the years

■ VAE (~2013), GAN (~2014), Flow (~2017), Diffusion (~2020)

https://x.com/tamaybes/status/1450873331054383104

Example of GAN progress

https://arxiv.org/abs/1606.05908

https://arxiv.org/abs/1701.00160

https://arxiv.org/abs/1912.02762

https://arxiv.org/abs/2006.11239

Notable readings

https://x.com/tamaybes/status/1450873331054383104
https://arxiv.org/abs/1606.05908
https://arxiv.org/abs/1701.00160
https://arxiv.org/abs/1912.02762
https://arxiv.org/abs/2006.11239


Generative Machine Learning?

● Models that can learn the distribution of the data

○ Can be used to generate

○ Multiple different algorithms

○ Power in scaling

■ Compute, parameters, data



ChatGPT

● Takes in tokens as inputs

○ Tokens are turned into embeddings

○ Predicts the next token

GPT model

This car is fast# #er

than

embeddings

Embeddings are numerical 

representations that captures some 

meaning

Slow =   (1.2, 3.5, -1.2, 3.4)

Fast =    (1.3, -2.3, -1.5, 3.2)



ChatGPT

● Takes in tokens as inputs

○ Tokens are turn into embeddings

● Successively output tokens

GPT model

This car is fast# #er

than

than

the

embeddings



ChatGPT

● Takes in tokens as inputs

○ Tokens are turn into embeddings

● Successively output tokens

GPT model

This car is fast# #er

than

than

the

the

other

embeddings



Outline

● Trends and developments

● Challenges and uses



Trends in AI

● 2017-now

○ Single modality, single modality adaptation

Generic LLM Medical 

Text
Medical LLM

finetuning



Trends in AI

● 2017-now

○ Single modality, single modality adaptation

○ Some advancement in performing adaptation with small amounts of data

■ Parameter Efficient Finetuning (LoRA, Adaptor, Prompt tuning), In-context learning

Generic LLM Medical 

Text
Medical LLM

Generic LLM Medical 

Text
Generic LLM with medical 

specialization

finetuning

LoRA



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

https://openaccess.thecvf.com/content/ICCV2023/html/Rewatbowornwong_Zero-

guidance_Segmentation_Using_Zero_Segment_Labels_ICCV_2023_paper.html

https://openaccess.thecvf.com/content/ICCV2023/html/Rewatbowornwong_Zero-guidance_Segmentation_Using_Zero_Segment_Labels_ICCV_2023_paper.html
https://openaccess.thecvf.com/content/ICCV2023/html/Rewatbowornwong_Zero-guidance_Segmentation_Using_Zero_Segment_Labels_ICCV_2023_paper.html


Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

GPT model

This car is fast# #er

than

than

the

the

other

embeddings

Match embeddings across modalities

Alignment/adaptor/projector



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

GPT model

This car is fast# #er

than

than

the

the

other

embeddings

Match embeddings across modalities

Alignment/adaptor/projector
Other modalities can be also be represented as tokens



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

Chameleon https://arxiv.org/abs/2405.09818

https://arxiv.org/abs/2405.09818


Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

● 2023-now

○ Multi-modality/Super alignment



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

● 2023-now

○ Multi-modality/Super alignment

○ Retrieval Augmented Generation (RAG)

GPT model

Question

Hallucinated 

answer



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

● 2023-now

○ Multi-modality/Super alignment

○ Retrieval Augmented Generation (RAG)

GPT model

Question

Emb Model

Embedding

Documents

Dense retrieval

Relevant information



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

● 2023-now

○ Multi-modality/Super alignment

○ Retrieval Augmented Generation (RAG)

GPT model

Question

Better 

answer

Relevant information

“context”

MrRank: Improving Question Answering Retrieval System through 

Multi-Result Ranking Model, to appear ACL 2024 (August)



Trends in AI research

● 2017-now

○ Single modality

● 2022-now

○ Cross-modality

● 2023-now

○ Multi-modality/Super alignment

○ Retrieval Augmented Generation (RAG)

○ Multi-turn/agent-based

Planning

Verify

Execute

Come up with the steps to write

a review of product A. You can 

use the internet 

Critique the plan and improve it

Perform step 1 of the plan



Challenges



Challenges: Evaluation

● Popular benchmarks got scraped into the training data of newer models

● Don’t trust benchmarks based on exams!

● Make sure the text used for benchmarking are not from the internet

https://hitz-zentroa.github.io/lm-contamination/

https://arxiv.org/pdf/2308.08493

https://arxiv.org/abs/2310.16789

https://hitz-zentroa.github.io/lm-contamination/
https://arxiv.org/pdf/2308.08493
https://arxiv.org/abs/2310.16789


Challenges: Evaluation

● Arena benchmark is now one of the gold standard

https://chat.lmsys.org/?leaderboard

https://chat.lmsys.org/?leaderboard


Challenges: Evaluation

● Arena benchmark might not capture what you care about

● Rumors say OpenAI is trading accuracy for speed (another important 

research trend is edge and on-premise computing)

https://x.com/bindureddy/status/1790127425705120149

https://x.com/bindureddy/status/1790127425705120149


Challenges: Evaluation

● Evaluating generative model is hard.

● A good metric should be

○ Objective

○ Automatic

○ Interpretable

○ Fast and cheap

○ Relevant to want you to know

● Hard to accomplish all of these



Case study: RAG eval

https://arxiv.org/abs/2403.16127

https://arxiv.org/abs/2403.16127


How would you evaluate this response? 

1) Word overlap between reference and model’s answer

https://arxiv.org/abs/2403.16127

https://arxiv.org/abs/2403.16127


How would you evaluate this response? 

1) Word overlap between reference and model’s answer

2) Have ChatGPT gives a score

3) Answer ChatGPT to score according to some rubric

Q1) Is the answer correct?

Q2) Does the answer contain additional relevant info

Q3) Does the model contain additional irrelavant info

Q4) Does the model answer beyond the provided context

https://arxiv.org/abs/2403.16127

https://arxiv.org/abs/2403.16127


Eval results 1

● Do LLMs answer these correctly?

Q1) Is the answer correct?

Q2) Does the answer contain additional relevant info

Q3) Does the model contain additional irrelavant info

Q4) Does the model answer beyond the provided context



Eval results 2

● Which model is the best?

Q1) Is the answer correct?

Q2) Does the answer contain additional relevant info

Q3) Does the model contain additional irrelavant info

Q4) Does the model answer beyond the provided context



Challenges: Thai

● Foreign models have bad token efficiency

GPT model

This car is fast# #er

than

than

the

the

other

embeddings

วนันีม้าพูดเร ือ่งแอลแอลเอ็ม

GPT3 – 54 tokens

GPT4o – 12 tokens

GPT4o ~1500

unique tokens for Thai

https://colab.research.google.com/drive/1HJxA0JnGpAotcybmqSTt1CP6FkEhgIOE

https://colab.research.google.com/drive/1HJxA0JnGpAotcybmqSTt1CP6FkEhgIOE


Challenges: Thai

● Foreign models have bad token efficiency

● Local efforts has better token efficiency
OpenThaiGPT, WangchanX, Typhoon, SeaLLM, SeaLion, Sailor 

GPT model

This car is fast# #er

than

than

the

the

other

embeddings

วนันีม้าพูดเร ือ่งแอลแอลเอ็ม

GPT3 – 54 tokens

GPT4o – 12 tokens

GPT4o ~1500

unique tokens for Thai

https://colab.research.google.com/drive/1HJxA0JnGpAotcybmqSTt1CP6FkEhgIOE

https://colab.research.google.com/drive/1HJxA0JnGpAotcybmqSTt1CP6FkEhgIOE


Challenges: Thai

● Codeswitching can be a problem

● Dense retrieval suffers when performing cross-lingual retrieval

Learning Job Title Representation from Job Description Aggregation

To appear ACL 2024



Challenges: Thai

● Codeswitching can be a problem

● Dense retrieval suffers when performing cross-lingual retrieval

Learning Job Title Representation from Job Description Aggregation

To appear ACL 2024



Challenges: security

● Deepfakes and audio spoofing are becoming easier

● Attempts to combat: detect with AI, watermark

Target speaker

(~7 seconds)

Source speech to be converted Spoofed speech



Challenges: interaction with users and society

https://vancouver.citynews.ca/2024/02/15/air-canada-chatbot-decision/

https://vancouver.citynews.ca/2024/02/15/air-canada-chatbot-decision/


Challenges: interaction with users and society

● Be careful with adversarial roles or unforseen usages

○ AI interviewer, AI grader

https://research.nccgroup.com/2022/12/05/exploring-

prompt-injection-attacks/

https://research.nccgroup.com/2022/12/05/exploring-prompt-injection-attacks/
https://research.nccgroup.com/2022/12/05/exploring-prompt-injection-attacks/


Challenges: interaction with users and society

● Be careful with adversarial roles or unforseen usages

○ AI interviewer, AI grader

● Even with RAG, it still make mistakes.

○ Retreival capability and document quality is important.



Guide to generative AI use cases

● Something that does not need correctness

○ Fiction

○ Brainstorming

■ Humans should do the task first and have AI help

refine and expand the ideas

● Something that is easy to verify but hard to create

○ Painting

○ Writing a summary

ChatGPT and artificial intelligence in higher education: quick start guide https://unesdoc.unesco.org/ark:/48223/pf0000385146

https://unesdoc.unesco.org/ark:/48223/pf0000385146


Conclusion (2022 version)

● Generative machine learning has come a long way

○ Could help increase the productivity of many tasks

■ Human-in-the-loop research will be crucial

○ Evaluating generative models is a challenge

■ task dependent, human evaluation not preferred

○ Security concerns

■ Extensive research in detecting machine generated content



Further learning

● https://www.oreilly.com/radar/

what-we-learned-from-a-year-

of-building-with-llms-part-i/

● https://github.com/vistec-

AI/WangchanX

● ACL Bangkok!

Slides: https://bit.ly/aiiotgenerative2024

https://www.oreilly.com/radar/what-we-learned-from-a-year-of-building-with-llms-part-i/
https://www.oreilly.com/radar/what-we-learned-from-a-year-of-building-with-llms-part-i/
https://www.oreilly.com/radar/what-we-learned-from-a-year-of-building-with-llms-part-i/
https://github.com/vistec-AI/WangchanX
https://github.com/vistec-AI/WangchanX
https://bit.ly/aiiotgenerative2024
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